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Course: ESXLab.com VMware vSphere 5.0 with ESXi and vCenter

Attached is a sample chapter from our VMware vSphere 5.0 with ESXi and vCenter 5 day
class. This chapter is chapter 2 of 21 chapters that make up our 5 day introductory class.

In the attached chapter students install and configure ESXi from first principles. Not only do
attendees learn the concepts and issues around installing ESXi, they get practical, hands-on
skills that they can use at work including:

* Preparing a server for ESXi installation

* Performing installation and post installation tasks

* Installing the VMware vSphere Client

* Joining ESXi to a Windows domain

* Configuring the server for best performance while minimizing power draw
* Defining who can connect to the server and setting their permissions

» Configuring ESXi so that it provides accurate time to Virtual Machines

The attached chapter and lab are one of the longer chapters in our class. However, each
chapter has the same level of detail, including detailed study notes. Each lab has easy-to-
follow instructions that take attendees from first principles to successfully completing the
required tasks. Our labs are designed so that attendees can perform essentially the same
steps at their work - and accomplish the same result!

We also have a 4 day VMware vSphere Advanced class and a 5 day VMware vSphere Boot
Camp class for attendees who want to take their VMware vSphere installation to the next
level. We provide remote access servers and courseware as well.

For more information on aftermarket VMware training solutions and certification from
ESXLab, please contact us:

Larry Karnis - ESXLab.com

Phone: 1 (905) 451-9488
Toll Free: 1 (888) 451-3131
E-mail: Larry.Karnis@esxlab.com

Web: Http://www.esxlab.com
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Stand Alone ESXi

ESXi Overview
ESXi Installation Procedures
Best Practices
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Project Plan

(=

By the end of this chapter, we will have
Installed ESXi onto a stand alone server
Partitioned local storage for ESXi and VMs
Connected to ESXi using the vSphere Client
and Secure Shell
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Our first step in this class is to install ESXi onto stand alone PC servers and then con-
nect to those newly installed ESXi hosts using the vSphere Client and SSH. In future
chapters we will add to our original implementation. Our ultimate objective is a
scalable, highly redundant, load balanced Virtual Infrastructure implementation that
supports a large community of Windows 2000, Windows 2003, Windows 2008,
desktop and Linux VMs.
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Problems & Opportunities

Problems Virtual Solution
Server consolidation ESXi or vSphere
DNS, DHCP, Web, unlimited physical RAM
File & Print, AD, DC unlimited core CPUs
Reduce costs Up to 32 GB NICs
Capital $ Up to 8 10GB NICs
Hardware support $ Local, shared storage
IT staff admin time volumes, file shares
Free up rack space Consolidate many
Increase server workloads onto one
utilization rates ESXi host

Position for future
growth, flexibility
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vSphere Standard Edition is a low cost version of VMware ESXi especially intended for
entry level virtualization deployments that offer the following hardware capabilities

+ One or more physical CPUs

+4 or 6 core CPUs supported (up to 12 core CPUs on vSphere Enterprise(+))
+ Will use up all available physical memory up to 256GB

+ Local disks or RAID volumes on supported SATA, SCSI or SAS controllers

+ Up to 32, 1GB NICs including dual and quad NICs

+Up to 4, 10GB NICs

+iSCSI hardware and software initiators

+ Fibre host bus adapter support and

+ Use of NFS shares.

With the ability to run up to 8 light duty or 2-4 medium duty VMs per CPU core, ESXi
or vSphere Standard Editions are excellent choices for entry level server consolida-
tion projects.
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ESXi Block Diagram

[Applicmions ] [ Applications ] [ Applications ] [ Applications ]
Operating Operating Operating Operating
System System System System
Virtual Virtual Virtual Virtual
Hardware Hardware Hardware Hardware

VMware VMkernel
VM Scheduler VM Virtual Networking Fibre, iISCSI
(Sockets, Cores) Memory vSwitches, VLANs  Local Storage

( Industry Standard 64-bit Intel or AMD Powered PC Server )

s
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VMware ESXi is a bare-metal virtualization hypervisor solution. As such, it must in-
stall on an industry standard PC server. Please check VMware's Hardware Compatibil-
ity Guide (portal on www.VMware.com web site) for the most up to date list of sup-
ported PC servers.

Because it owns the hardware, ESXi is in full control of resource assignments to run-
ning VMs. The VMkernel, allocates hardware resources on an as-needed basis. In this
way, the VMkernel can prevent idling VMs from wasting CPU cycles that could other-
wise be used by busy VMs. Likewise, the VMkernel keeps track of needed RAM, not
just requested or allocated RAM. It can dynamically re-assign RAM to memory starved
VMs, thereby ensuring that VMs get the memory they need to run.
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Scalable ESXi Deployment
i et

Storage Appliance

Windows PC,
vSphere Client

Bt B

(]

=

| | Management

(]
F
Production
IP Storage, File Share, Backup

SAN advantages

Local storage for High performance

_ Higher availability
Boot, VMs, VM paging Capacity management

SAN LU Ns LUN Backup, replication
ESXi boot, swap, VMs Disaster Recovery
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As your ESXi deployment matures (technically) you will want to introduce:

« Different LAN (virtual) segments to isolate network traffic. You could use different
LAN segments for things like IP Storage, Management and production systems

« Shared storage solutions including iSCSI, Fibre SAN and NFS shares

» Hardware redundancy in the form of multipath storage solutions and teamed
NIC configurations

* You may even wish to consider a Boot From SAN solution so you don't need to
configure servers with local storage.

Boot from SAN is available on supported Fibre SAN controllers and also with iSCSI SAN
controllers (using iSCSI hardware initiators).
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ESXi Server Hardware

CPUs Network
4,6,8,10, 12 or 16 Up to 32 GB NICs
core physical CPUs Up to 8 10GB NICs
Max 160 cores/host VLAN. NIC Teams
Intel 64-bit Xeon only Stora e
Hyperthreading 9
Not old EMT64 CPUs LO%%SVF'SIJAH;G;ATA
AMD Opteron ) )
NUMA local memory RAID, non-RAID
All Opteron CPUs _ SSD
Supported |SCSI SANS
Memory Fibre SANs
Min 2GB to boot File Shares
All remaining physical NFS only
RAM used for VMs No SMB support
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ESXi is capable of using the largest PC server hardware platforms. Apart from what is
stated above, ESXi is limited to:

* No more than 160 CPU cores (includes Hyperthreaded logical processors) for CPU
scheduling purposes
* All available RAM

Furthermore the following implementation limitations need to be considered:
* Very limited selection of supported 10GB Ethernet controllers

* Jumbo Frames supported, which will dramatically improve software iSCSI
performance.
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ESXi Embedded, Installable

ESXi Embedded ESXi Installable

Burned into flash on Local disks

the motherboard RAID or JBOD

Host boots ESXi after Can run on SSDs

POST USB boot

Boots from flash drive No RAID controller

ESXi configuration No hard disks
Install and boot from

can be on _Iocal stor- low cost USB 2.0

age or retrieved from device

the network via PXE Easy to duplicate
Most servers have in-
ternal USB stacks so
USB drive cannot be
accidentally removed
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JBOD - Just a Bunch of Disk. Physical disks in a non-RAID configuration.

VMware has officially retired ESX. That is, VMware will no longer release ESX
for future releases of their software - just ESXi.

ESXi comes in two forms - Embedded and Installable. Embedded is baked
into firmware on the motherboard of select PC servers. This lets you boot
your server without any local storage.

ESXi Installable is a version of ESXi that can be installed onto local storage,
USB memory keys or SAN storage. It is installed from CD media that you can
download from www.vmware.com.

ESXi does away with the Service Console. This provides a smaller, leaner hy-
pervisor than full ESX. It is also more secure because there is less software
(to exploit) and fewer services running on ESXi than there is on ESX.

Module 2 - Stand Alone ESXi
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ESXi Install Steps

Install steps...
Boot your server from ESXi install media
Accept the EULA
Select target disk for installation
Select keyboard language
Set the root (administrator) password
Agree to partition and format disk
Reboot server when install complete
Post install steps...
Log in and change root password
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ESXi Boot Screen

(Esc) Cancel (Enter) Cont inue

< To begin your ESXi install, boot from CD
o Hit ENTER to launch the installer

2 Customized installs
o Serve media from HTTP or NFS
o Scripted installs simplify deployment
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ESXi is installed in text mode - so your PC server doesn't need to have graphics cap-
ability.

VMware makes it possible to set up an install server for ESXi so you can perform
network based installs. Using Linux' KickStart capabilities, ESXi installations can be
automated/scripted so you can install and configure new servers hands-off.

VMware also offers an ESXi automated deployment capability. This is part of the
VMware vCenter Appliance that is new with vSphere 5.0.
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Accept the VMware EULA

You must
End User License Agreement (EULA) acce pt the
VMMARE END USER LICENSE AGREEMENT VMWa re End
IMPORTANT-READ CAREFULLY: BY DOMNLOADING, INSTALLING, OR :
USING THE SOFTWARE, YOU (THE INDIVIDUAL OR LEGAL ENTITY) User Llcense

AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT (“EULA”). 1IF YOU DO NOT AGREE TO THE TERMS OF Ag reement

THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL. OR USE THE

SOFTHARE, AND YDU MUST DELETE DR RETURN THE UNUSED SOFTHARE befo re you

TO THE YENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) . .

Bgﬁspﬂg Eggm%ag gnﬁzggg.w THE LICENSE FEE, IF &NY, THAT in Sta” ESXI

EUALUM!DN LICENSE. If You are licensing the $uf‘tuar‘e for Hlt F1 1 to

pernitted in o non-praduction enviramment and for the per fod proceed to the
Use the arrou keys to scroll the EULA text neXt Step
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The ESXi installer uses your Video Card's VESA mode for hardware independent graph-
ics. The good news is that VESA is almost universally supported (and consequently
should work). The bad news is that VESA is the slowest mode of operation.

The overall sluggishness of VESA mode is exacerbated by the use of remote manage-
ment cards such as:

HP - Integrated Lights Out (iLo)
IBM - Remote Server Assistant (RSA)
Dell - Dell Remote Access Controller (DRAC)

While useful, remote graphics consoles over slower WAN links will require patience
and a steady hand. To minimize the sluggish (drunk) mouse behavior, use key
sequences like

Tab - move to the next clickable region
Enter - invoke a clickable action or
Space - select a clickable option.

In fairness to ESXi, graphics mode is only used during installation so graphics per-
formance (or lack of it) is an installation time only issue.
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Select the Target Volume

VMuware Block device (npx .vmhbal:CO: TO:LO) 136.70 GiB

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

< Installer displays available storage volumes
o Categorized as Local or Remote
© Local volumes are visible to just your host and
consist of local RAID or physical volumes
» Remote volumes are visible SAN LUNs
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Notes

Normal ESXi installations occur in graphics mode. Consequently, the installer must
get your preferences/settings for the install language, keyboard and mouse. These
settings are used only during installation. Since, once it is in service, ESXi runs in
text mode (with no native graphics capabilities), your language, keyboard and mouse
preferences are discarded once the installation has completed.
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Keyboard, root Password

Us Default

Passuords match.

(Esc) Cancel ~ (F9) Back  (Enter) Continue (Esc) Cancel  (F3) Back  (Enter) Continue

< Next, you specify:
© The keyboard connected to your server
» The password for the ESXi 5.0 root (local

administrator) account
© There is no password reset tool for ESXi 5.0 so do
not forget your root password
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Hardware Virtualization Assist

Error(s)/Harning(s) Found During System Scan

Enable Node Interleaving
No-Execute Page-Protection
Low Power Halt State (AMD
<HARDHARE_VIRTUALIZATION WARNING: Hardware Yirtuvalization is not N . . .

a feature of the CPU, or is not enabled in the BIDS> MD Ull tlld l lZi:lt 10M
Processor Core Disable

The system encountered the following warning(s).

Harning(s)

Use the arrow keys to scroll Disah lEd

Modern CPUs have H/W virtualization

assist capabilities
Intel VT technology and AMD-V
Significantly reduces VM overhead
Best Practice — Enable H/W virtualization
features in the machine‘s BIOS if present
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Virtualization abstracts the physical hardware to the VM. The VM guest oper-
ating system normally expects to own all hardware and also expects to be
able to execute privileged CPU instructions that are not available to applica-
tions. If ESXi allowed guest operating systems full access to these instruc-
tions, then the guest OS could manipulate hardware directly, possibly inter-
fere with virtual memory page translation tables and perform other opera-
tions that could compromise the ESXi host. To avoid this problem, VMware
blocked guest OS' from privileged/dangerous instructions and CPU features
through software that emulated (and controlled) what the guest OS could
do. This worked but added significant overhead to some operations.

In 2006, both Intel and AMD introduced virtualization hardware assist techno-
logy in their updated CPUs. These new CPUs added sophisticated memory
management capabilities, better hardware emulation features and other im-
provements that dramatically reduced the overhead of virtualization while
maintaining compatibility with Guest OS'.

ESXi probes physical CPUs for Intel VT or AMD-V technology and attempts to
use it if available (and warns if it isn't). Please be sure to turn on this fea-
ture in your machine's BIOS.

For more information see: http://en.wikipedia.org/wiki/X86_virtualization
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Ready to Install

Confirm Install

The installer is configured to ESKi 5.0.0 on:
npx.vnhbal :CA:TO:LO.

HWarning: This disk will be repartitioned.

The installer is ready to proceed...
Selected volume is re-partitioned, formatted
All existing partitions on the selected volume are
deleted
All local storage is used for ESXi
No partition customization options are available
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The installer will now install ESXi onto your selected storage volume. To do this, the in-
staller:

- Wipes all partitions on the selected target storage volume
- Creates partitions as needed (normally 8 partitions are created)

Useful information about the installation disk:
- ESXi consumes about 6GB of disk space in overhead. The rest is for VM use
- partition 4 is the boot partition and is located at the front of the disk (behind the

Master Boot Record and partition table)
- partitions 2 and 4, 5, 6 & 8 are for ESXi use and occupy the front of the disk
- partition 7 is a vmkcore partition (partition code 0xfc) and is a ESXi partition used

to hold crash dumps
- partition 3 consumes all remaining disk space and is partitioned and formatted as

a VMware File System (VMFS)

Note: ESXi 5.0 can now install on > 2TB volumes.
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Installation Completed

successfully

Renove

(Enter) Reboot

= Once your installation has completed, hit
Enter to reboot to ESXi
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Notes

It only takes about 3-5 minutes to install ESXi 5.0 onto your PC server. The install
proceeds non-interactively. A status indicator updates a percent completed hori-
zontal bar.
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[
VHuare ESXi 5.0.0 (¥MKernel Release Build 469512) Esx’ 5. 0

HP ProlLiant DL365 G1

Dual-Core AMD Opteron(itm) Processor 2216 HE

ESXi is a small foot-
print, bare metal hy-

pervisor
Default — FQDN and
IP properties acquired
e e mar o via DHCP
Use F2 at the boot
screen to set up your
ESXi 5.0 host
Use F12 to shutdown
or reboot your host
Simple BIOS like
<F2> Customize Systen/View Logs |nte rface
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Notes

ESXi has a simple, BIOS-like interface that makes it very easy to configure. To con-
figure your ESX host, simply hit F2 at the greeter screen.
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Log In for the First Time

Authent ication Required

Enter an authorized login name and password for
vcl.esxlab.con.

Conf igured Keyboard (US Default)
Login Nanme: [ root

Passuword: [ semserestieatmstse

{Enter> 0K <Esc> Cancel

The administrator account for ESXi is root
The root password is set during install
Do not lose the root password — there is no
way to gracefully recover it!
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Notes

The ESXi administrator account is root (the traditional Linux administrator account).
When you install ESXi, the system defaults to:

- The root password is set during installation
- IP properties set via DHCP

- No command line access (either locally or remotely)

In the next few slides, we will discuss how to change these values.
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ESXi Configuration Menu

System Customization Conf igure Password

Set

onf igure Password

Conf igure Lockdown Mode
To prevent vnavthorized access to this system, set the

Conf igure Management Network passuord for the user.

Restart Management Network

Test Management Network

Restore Metwork Settings

Restore Standard Suitch

Conf igure Keyboard
Troubleshoot ing Options

Vieu System Logs

View Support Information

Reset System Conf iguration

Configure ESXi through a simple text menu
Current menu item settings displayed on the
right side of the screen
Hit Enter to activate a menu function
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Notes

The ESXi configuration menu is a simple text interface where you complete your
server's customizations.

Use the up/down arrows to move to a function. When a function is highlighted, its
properties and the command keys used to modify that function are displayed on the
right.
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Default Management IP Settings

System Customization Conf igure Management Netuwork

Conf igure Passuord Hostname:
Conf igure Lockdown Mode vcl

onf igure Managenent Network IP Address:

Restart Management Network 192.168.20.153
Test Management Network
Restore Metwork Settings Network identity acquired from DHCP server 192.1686.20.2
Restore Standard Suwitch

To view or modify this host s management network settings in
Conf igure Keyboard detail, press <Enter>.
Troubleshoot ing Options

By default your ESXi host uses DHCP
Host name, domain name and the IP address
is assigned using an IP address out of your
lease pool

Example above reclaims a desktop PC lease!
ESXi needs static IP properties
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You must set the IP properties of your ESXi host before you can manage it. Select
Configure Management Network to set the:

- Fully Qualified Domain Name (FQDN)
- IP address

- Netmask

- Default Gateway

and other properties.

You can set these values statically or dynamically using DHCP. DHCP servers can send
static properties to a host. To do this, configure your DHCP server with the MAC ad-
dress of your ESXi host management NIC and then set the static properties to server
whenever that NIC broadcasts for a DHCP lease.

Be sure to Restart Management Network after all changes to ensure your updates
take effect.
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Configure Management Network

Conf igure Management Netuwork Network Adapters

etuork Adapters

YLAN (optional)

vnnicO (00:19:bb:2b:07:22)

The adapters listed here pro
IP Conf igurat ion connection to and from this
IPvb Configuration are used, connections will by
DNS Configuration traffic will be load-balanceq
Custom DNS Suffixes

The Configure Management Network sub-

menu let's you set key network properties
Management NIC
IP V4 and IP V6 properties
DNS settings
DNS search domain list
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Notes

It is a best practice to use static network settings for your ESXi host. To complete
this task, you must:

1. Select the correct NIC for management networking
2. Set a static IP address and Netmask and Default Gateway values
3. Identify your local DNS server(s) and the default DNS search domains
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Select Management NIC(s)

Network Adapters

Select the adapters for this host’s default management network

connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Name Harduware Label (MAC Address) Status

vin icl N/A (00:19:bb:2b:07:22) Connected
‘[ 1 vmnicl N/A (DD:19:bb:2b:07:20) Disconnected
[ 1vnnic2 NAR (DD:10:18:26:f3:8c) Connected
<D> Vieu Details <Space> Toggle Selected <Enter> DK <Esc> Cancel

Physical NICs are used to carry mgt. traffic
Select Network Adapters to view/change NICs

Avoid disconnected NICs
Means they have no link to the network switch
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Notes

You manage your ESXi host through your network. To communicate with your ESXi
host (using either the vSphere Client directly or vCenter indirectly), you must have
network connectivity to it.

Since modern PC servers may have many NICs and these NICs may be connected into
different physical and/or virtual LAN segments, you may have to select the correct
physical NIC (rather than the default NIC) before you can manage your machine.

NIC Teams

The Network Adapters screen lets you review and select the NIC or NICs you wish to
use to carry network traffic. If you select more than one physical NIC, you automat-
ically create a NIC team. NIC teams afford better speed and redundancy.

Tip

It can be difficult (or impossible) to tell which RJ45 jack is associated with which
MAC address. A simple way of selecting the correct physical NIC(s) is to unplug all
NICs from their switch except for the NICs you wish to use for management. Then
use the Status column (Connected means the NIC has a link to the switch) to determ-
ine which NICs you should for management.
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IP Configuration

IP Configuration

This host can obtain network settings auvtomatically if your netuwork
includes a DHCP server. If it does not, the following settings must be
specified:

( ) Use dynanic IP address and network configuration

(o) Set static IP address and network configuration:

IP Address [ 192.168.20.52 1
Subnet Mask [ 255.255.255.0 1
Default Gateway [ 192.168.20.1 1
{Up/Doun> Select <Space> Mark Selected {Enter> 0K <Esc> Cancel

Best Practice - use Static IP properties
No chance your server could lose its IP lease
and therefore it's IP address
Static IPs required for vCenter Management

.ECVS Copyright © 2011 by ESXLab.com. All rights reserved. No reproduction without prior written authorization. 2_2 3
Get Certified now. Sit the ESXLab Certified Virtualization Specialist exam at the end of your class.

Notes
Complete this form to set your ESXi host management NIC IP properties.

vCenter cannot manage an ESXi host whose IP address changes. For this reason it is
best to give all of your ESXi, ESXi hosts fixed IP properties.

You must select Set static IP addresses... and complete all three fields to complete
your static IP address properties assignment.
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DNS Configuration

DNS Conf igurat ion

This host can only obtain DNS settings automatically if it also obtains
its IP configuration automatically.

( ) Obtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostnane:

Prinary DNS Server [J192.168. 20 . 2 |
1

Alternate DNS Server [
Hostname [ esxi2.esxlab.con ]

{Up/Doun> Select <Space> Mark Selected {Enter> 0K <Esc> Cancel

You must set DNS and FQDN properties
Enter the IP of your DNS server(s)
You MUST enter the FQDN of your ESXi host
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Notes

ESXi and vCenter require DNS services to function properly. So it is critical that you
have DNS name servers set up and accessible from your local LAN segment.

It is a best practice to have both primary and secondary DNS servers available... but
ESXi will function with just primary DNS.

You must set a fully qualified domain name for your ESXi host. The ESXi FQDN must
be resolvable forward (host name - IP address) and backward (IP address - FQDN).
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Custom DNS Suffixes

Custon DNS Suff ixes

DNS queries will attempt to locate hosts by appending the
suff ixes specified here to short, ungualified names.

Use spaces or commas to separate multiple entries.

Suffixes: | Seabgest

<Enter> 0K <Esc» Cancel

DNS suffixes help resolve host names
DNS look ups that contain only a host name
append domain suffixes from this list, before a

DNS look up is attempted
Use spaces, commas to separate multiple domains
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Notes

DNS Suffixes are used to enable DNS to look up the IP address of a host specified only
by it's host name (and not qualified with a domain name). An example might be a
look up request for a host called esxi5.

DNS needs a full domain name. Custom Suffixes will append domain names from the
list set on this screen to simple host names and then perform a DNS query. This con-

tinues until either:

- a matching FQDN is found and it's IP address is returned
- no matching FQDN is found and all suffix Domain names have been tried

It is a good practice to add at last one domain name to this list!
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Apply Network Changes

Conf igure Management Network: Confirm

You have made changes to the host’s management netuork.

Applying these changes may result in a brief netuork outage,
disconnect remote management software and affect running virtual
machines. In case IPvb has been enabled or disabled this uill
restart your host.

Apply changes and restart management network?
<Y> Yes <N> No {Esc> Cancel

Network changes are applied en mass
NIC, IP and DNS changes are activated by
restarting Management Network services

.ECVS Copyright © 2011 by ESXLab.com. All rights reserved. No reproduction without prior written authorization. 2_2 6
Get Certified now. Sit the ESXLab Certified Virtualization Specialist exam at the end of your class.

Notes

All network changes are applied at one time when you leave the Configure Manage-
ment Network sub-menu. First the new settings are applied to the appropriate con-
figuration files and then the ESXi hosts' management network is brought down and
back up again. For this reason it is best to be at the physical server's console when
updating management networking properties.

You should be brought back to the System Customization menu. Your network
changes should be visible.
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Test Management Network

Test Hanagement Network

By default, this test will attempt to ping your default gateuway
and DNS servers. and resolve your hostnane.

Ping Address #8: [ R pol (| Testing Managenent Netuork
E::g :gg:::: :;; { BRIzl You may interrupt the test at any time.
Resolve Hostname [ esxi2.esxlab.
Pinging address #1 (192.168.20.1). oK.
AT SElEE! ‘M binging address 12 (192.168.28.2). oK.
Resolving hostname (esxiZ.esxlab.con). oK.

<Enter> 0K

Basic connectivity Each test reports

test with Ping, DNS OK or Fail
Pings gateway, Do not proceed

DNS server until all tests pass!

Tries to resolve the Verify your DNS

server's FQDN server is ping-able
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Local/Remote Tech Support
Troubleshoot ing Mode Options

nable E5Xi Shell ESKi Shell is Disabled

Enable 35H
Modify ESKi Shell timeout Change current state of the ESKi Shell
Restart Management Agents

Tech Support mode enables command line

access to your ESXi host
ESXi Shell - Command line access from the
physical server console
SSH — Secure Shell access to your server

Default is Disabled for both services
May need to turn on for VMware/partner access
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Notes

Tech Support Mode enables functions used by support providers who are comfortable
working on the ESXi command line. By default, all local and remote command line
access to your ESXi host is disabled - so you can only access your ESXi host through:

- the vSphere client pointed directly at your ESXi host
- vCenter if vCenter has management control over your ESXi host
- The VMware Management Assistant service (VMA), if installed

Enabling Local Tech Support allows physical console command line access. Support
personnel who have access to the physical console (directly or via remote console
services such as Dell DRAC, HP ILO or IBM RSA) would be able to log in to your server.

Enabling Remote Tech Support enables the Secure Shell Daemon (sshd) and supports
network based administrator access to your box without the need for remote console
services.

Warning

Enabling Remote tech support enables direct root access to your ESXi host through a
TCP/IP connection. This is a potential security threat. Turn on this feature only if
needed. If this feature is turned on, set a strong root password.

Never expose your machine to an untrusted network like the Internet if Remote Tech

Support is turned on!
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Restart Management Agents

Restart Management Agents: Confirm

Harning! Restarting the management agents will disconnect all
renote management softuware. This will effect all running services

Restart management agents nou?

<F11> DK <Esc> Cancel

ESXi uses agents (services) to communicate
with vCenter and the vSphere client
If agents fail, your server is unmanageable
Use this feature to reset management agents
Does not interfere with running VMs
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Notes

It may happen that the management agents (services) on your ESXi host become un-
stable or crash. If this occurs, your ESXi host will not respond to vCenter or the
vSphere client. In vCenter your host will grey out and report as disconnected.

You could reboot the ESXi host but that would bring down all running VMs. A more
acceptable option is to simply restart the management agents on your ESXi host.

This function can be done at any time. Any connected vSphere Client sessions will be
closed. Once this function completes, your host should become active in vCenter and
should accept direct vSphere Client login requests.
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ESXi Ready for Service

ESXi server is ready
for use

VMuare ESXi 5.8.8 (WMKernel Release Build 469512) Additional hot keyS

HP ProLiant DLI65 Gl are active

Dual-Core AMD Opteron(tn) Processor 2216 HE Alt-F1 — command

7 I8 fienard line access to your
machine

Alt-F2 — this screen
Alt-F12 — VMkernel
log records

Use the vSphere
: Client to manage
ounload tools to manage this host from:

http://esxiz/ i
http://192.168.20.52/ (STATIC) ESXI
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Notes

Once ESXi has rebooted, it is managed through the web or via VMware's vSphere Cli-
ent. You can download the vSphere Client from www.vmware.com/download.

There are additional hot keys active on the ESXi console:

Alt-F1 - first command line log in screen

Alt-F2 - the ESXi greeter screen (screen shot above)

Alt-F3 to Alt-F10 - no function

Alt-F11 - Grey scale status screen/greeter screen with no F-key prompts
Alt-F12 - VMkernel log dump
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Alt-F12 VMkernel Log Entries

vinkernel log (h for help)

2011-10-15T18:21:02.
2011-10-15T18:21:02.
P011-10-15T18:21:02.
2011-10-15T18:21:02.

2011-10-15T18:21:02

P011-10-15T18:21:02.
2011-10-15T18:21:02

2011-10-15T18:21:02

P011-10-15T18:21:02

1257 cpul:26B8)Migrate: 2995: Registering module “FSR” version 3.0 for migrate type 2
1267 cpul:26B8)Migrate: 3091: Successfully enabled migration support.

1267 cpul:2608)Mod: 4015: Initialization of migrate succeeded with module ID 55.

1267 cpul:26B8)nigrate loaded successfully.

.145Z cpul:2608)Loading module cbt ...

1477 cpul:2608)E1f: 1862: module cbt has license YMuare

1487 cpul:2608)FD5: 386: cbt
P011-10-15T18:21:02.

1487 cpul:2608)Mod: 4015: Initialization of cbt succeeded with module ID 56.

1487 cpul:2608)cbt loaded successfully.
7011-10-15T18:21:02.

1687 cpul:26B8)Loading module svmnirror ...

1697 cpul:26B8)E1f: 1862: module svmmirror has license VMuare
[2011-10-15T18:21:02.
[2011-10-15T18:21:02.
P011-10-15T18:21:02.
P011-10-15T18:21:02.

Hit Alt-F12 to view the VMkernel log file

1707 cpul:Z26B8)FDS: 386: svm
1707 cpul:2688)Mod: 4015: Initialization of svmmirror succeeded with module ID 57.
1707 cpul:2608)svnnirror loaded successfully.
1967 cpul:2688)Loading nodule hbr filter ...

Displays the most recent VMkernel log contents

Look here to see detailed error messages

File - /scratch/log/vmkernel.log on the command
line
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Notes
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The VMkernel records detailed log entries into a file called /var/log/messages. You
can view this file by logging into the Local/Remote tech support prompts (as root)
and issuing the command:

# less /var/log/messages

You can see the most recent entries by hitting the Alt-F12 keys on your machine’s
console. This display shows one screen full of the most current additions to the
VMkernel log file. You should check this file if you are troubleshooting problems and
need more information than is available in the vSphere client.

Hit Alt-F2 to go back to the ESXi greeter screen when done.

Note

All command line commands entered using Local or Remote tech support are logged
to /var/log messages. In this way, it is possible to reproduce the activities of prior
command line sessions.
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Login with vSphere Client

|J-_-T,J ¥Mware vSphere Client

vmware Launch vSphere Client
T BT Use ESXi IP or FQDN
Client ESXi User name (root)

ESXi Password

To directly manage a single host, enter the IP address or host name.

Tao manage multiple hosts, enter the IP address or name of 3
Chatty, but low band-
IUPS:::::J‘ Hams: :::z.esxlah.mm | Width appl ication
— [ ‘ Runs well over corporate
™ Use Windows session credentials LAN ’ WAN
[oom ]| o | ver | Can run over Int_erne_t
—_— Selectable session time-
out values
ESXi
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Notes

You manage your ESXi host directly with the vSphere Client. This is a separate down-
load and install available from VMware (http://www.vmware.com/download). Al-
ternatively, you can just point your web browser over to your ESXi host and follow
the vSphere Client download link found theter.

All VMware client to server connections are encrypted using strong encryption. The
encrypted link is set up before any data is exchanged between the client and the
back end server.
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Security Warning

Security Warning

Certificate Warnings

An untrusted S5L certificate is inskalled on "esxi2. esxlab.com" and secure communication cannot
be guaranteed. Depending on your security policy, this issue might not represent a security
concern. You may need ko install & brusted SSL certificate on your server ta prevent this warning
from appearing.

The certificate received from "esxi2, esxlab.com" was issued for "vcl esxlab.com”. Secure
communication with “esxi2.esxlab.com” cannot be guaranteed. Ensure that the fully-qualified
domain name on the certificate matches the address of the server vou are trying to connect to.

Click Ignare to continue using the current 551 certificate.

Wiew Certificate Ignore |
stall this certificate and do not display any security warnings For "esxi2 esxlab, com".

All VMware client/server connections use

256-bit AES symmetric key encryption
ESXi uses self-signed Digital Certificates
No Certificate Granting Authority to verify authenticity
Since host is local, ignore warning
Check Install this certificate...
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Notes

ESXi uses self-signed digital certificates to support end-to-end encryption. All com-
munications between VMware client and VMware server software is encrypted using
strong encryption.

Since the digital certificate cannot be independently verified by a 3™ party Certific-
ate Granting Authority, a warning is issued. It is (usually) safe to permanently dis-
regard this warning.

It is possible to purchase an SSL certificate from a Certificate Authority (CA) and
then install that certificate onto your ESXi host. This would eliminate the warning
messages because a trusted certificate can be used to verify that the host is who it
says it is.

Normally trusted certificates are used on Internet facing hosts to ensure the integrity
of web requests (e.g.: for secure banking/payment systems, etc.). Since your ESXi
hosts won't be directly on the Internet, there is no need (and no benefit) to purchas-
ing a trusted certificate for your machine.
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vSphere Client > ESXi Host

Fle Edit “iew Inventory Administration Plug-ins Help VSphere Client
G [omw presents a task

Inventory IaunCh page
i Inventory — work
ventory with your ESXi
host
Administration Roles — define
a8 3 ;ser categories
- ystem Logs —
Roks pstem Logs review, save ESXi
log files
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le Edt View Inventory Admiistration Plugins Help

B B (& rone b g ety b B ventary - Menu’Button

4
5 &
esxi2.esxlab.com esxiz.esxlab.com ¥Mware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining) B a rS

5% ShellFor the host hasT
55H for the host has been enabled T a b b e d
General [ Resources
f— e Interface
Hodel Proliank DL365 GI 2x2.4 6
CPU Cores: 2CPUs X 2.4 Gz Memory usage: 960.00 MB
Processor Type: Dual-Core AMD Opteron(tm) || i 169,56 1T
Processor 2216 HE
License: Evaluation Made - Storage. < | Drive Type. | Capaity |
@ datastorel o550 BLIs6E 13
Processor Sockets: 1
Cores per Socket: 2 e L .
- . — p— ltems bei ng
Hyperthreading: Inactive & VM Network Standard port group
Humber of NICs: 3 M d
‘ 0
p— o L | anage
Vrtusl Machines and Templates: 0 R T
wMotion Enabled: uja
WMpiare EVC Mode: Disabled Fauk Tolerance Version: 2.0.4-3.003.0.0
JSaheraHa State B Refresh Vitual Machine Counts
Lot confiumeiror FTs A Total Pimary YMs: i / ecent
fost Configured for £1: i Powered On Prmary WMzt O
Active Tasks: Total Secondy A t
ot o e T seendary e ctions
J | JJ
TS e Name, Target or Status contains: » Clear %
Name. [ Target Status [ Details | Tnitiatedby | Requested Start Ti... | Start Time. | Completed Time |
A Tasks | [Evaluation Mode: B0 days remaining  [roct
4 Sections: Menus, Inventory, [abs, Recent Tasks
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ESXi >Configuration

g B8 |E§ Home b g5 Inventory b [l Inventory
g &

[ |esxi2.esxlab.com esxi2.esxlab.com YMware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining)

virtual Machines ation | Performe Configuration S

Hardware Resst Sensors  Refre

»  Health Status Sensor | Status | Readi
Processors Q HP ProLiant DL385 G1 & Mormal
Memory
Storage
Nebwarking
Skorage Adapters
Mebwork Adapters
Advanced Settings

Power Management

Software

Licensed Features

Time Canfiguration

DS and Reuting

Authentication Services

wirtusl Maching Starupishutdavn
Wirtual Maching Swapfils Location
Serurity Profil

Host: Cache Configuration
System Resource Allocation
Agertt ¥M Settings

Advanced Settings

Hardware links to review/set HW settings
Software links to review/customize ESXi
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Notes

Most ESXi hardware and software configuration is done using the vSphere Client.

Use the Configuration tab and the appropriate boxes (Hardware, Software) to review
and/or configure your server.
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Local ESXi Users & Groups

[P Add New User

—User Information
esxi2.esxlab.com ¥YMware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining)
Login: [etudent up: |
Virtual Machires | Re fllacation | Performance | Configuration I C e ertames [
¥iew: [Users Groups User name and LID are optional
i) [ User [ Hame [~ Enker password
65534 rfsnobady Anonymous MFS User Passwor di e
2 daeman System daemons Confirm;: |
0 root Adrinistrator
500 wpxuser Wiware YirtualCenter administration account Shell Access
100 dewi DCUI User ™ Grant shell access to this user
[~ Group membership
Add... Group: -- Select Group - 'I add|
Yiew Calurn 3 .
Export List...
Remove
|

Users & Groups Tab — Define ESXi users
Right click on background, Select Add...
Set user login, password and group (optional)
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Notes

You can create local ESXi user accounts with passwords to allow for local authentica-
tion (for both the vSphere client and Local/Remote Troubleshooting - if enabled). To
do this click on the Users & Groups tab and then right-click the back ground and se-

lect Add.... You can make new groups by clicking the Groups button and then right-

clicking the background.

Best Practice
You would create local accounts only if you do not have an Active Directory service

available. Otherwise, it is a best practice to join an AD domain and use domain ac-
counts.

Tip

To command line log into ESXi over the network (from Windows, ESXi Remote
Troubleshooting Mode must be enabled) download the putty Secure Shell terminal
emulator at http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html
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o

e ESXi Host Roles

ET,J esxiZ.esxlab.com - ¥Sphere Client

Fil= Edit Wiew Inventary Administration Plug-ins Help

E d |Q Home [ _:JQ, Administration b &2 Roles

@"' Add Role @ Clone Rale

Roles Usage: Administrator
ENE | EI--{Ej ha-falder-rook
Mo access ----- &} rm'.:
Read-orly o E{B deui

| Adminiskrakar | """ Eﬂ’ VRHLISEY

Roles determine privileges by user, group
Default role: No access — no rights on ESXi host
Read-only: look but cannot modify
Administrator: full control of local ESXi host

root, dcui (local configuration) and vpxuser
(for vCenter) hold the Administrator role
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Joining a Domain

esxi2.esxlab.com ¥YMware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining)

Configuration

Hardware Authentication Services Settings Refresh I rtificate.; Properties. ..
Health Status Directory Services Configuration
Processors Directory Services Type Active Directory
Memary
Storage Domain Settings
Metworking Ciomain ESXLAE.COM
Storage Adapters Trusted Domain Contraliers
Metwork Adapters

Advanced Settings

Power Management

Software

Licensed Features
Time Configuration
DNS and Routing

¥ Authentication Services

ESXi can join an Active Directory domain
Navigation: Software > Authentication
Services > Properties...

Specify domain, then domain user/password
with rights to add hosts to a domain
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Notes

ESXi 5.0 can now join an Active Directory domain. AD authentication allows you to
set up access rules for ESXi login without having to create local user accounts on
ESXi.

FYI

Joining an AD domain is the first step to allowing AD defined users to access ESXi
directly. The second step is to select inventory items (your ESXi host, folders, VMs,
Resource Pools) and assign these users rights on these items. Without specific per-
mission assignments, AD based users will not be able to interact with ESXi.
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Review/Set Time Configuration

esHiZ.esxlab.com ¥Mware ESXi, 5.0.0, 469512 | Evaluation {60 days remaining)

Summary Wirtual Machines | Resource Allocation | Performance  ResleilEN N Local Lsers & Groups | Events | Permissions
Hardware Time Configuration Refresh Properties...
Health Status General
Processors Date & Time 17:03 10f15/2011
Memory NTF Clienk Running
Storage NTP Servers 0.us.poal.ntp.org
Mekworking
Storage Adapters . .
Mebwork Adapters CO nflg u ratlon > SOftwa re >
Advanced Settings . . .
Power Management TI me Conflg u ratlon
Software H
_ ESXi owns the hardware clock
Licensed Features . .
- Time Confguration Provides clock services to VMs

Use Network Time Protocol to

ensure a very accurate clock
Use Properties... to
enable/configure NTP
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Notes

ESXi uses Network Time Protocol to ensure that it's clock remains accurate. This is
important because the ESXi host provides clock services to all VMs it runs. So, any
clock drift in the ESXi host will result in clock drift in VMs. If VM clocks drift by more
than 5 minutes they may not be able to join or remain members of Active Directory
domains.

Click the Properties... link to review and configure NTP.

Best Practice

Always set your server's BIOS clock to UTC and ensure you select Server Clock is UTC
when you install ESXi. That way, VMs will get a UTC clock and can then set their loc-
al time zone to any region they like.

If you set the hardware clock to your local time, then VMs must all operate in your
local time zone only (because they cannot calculate time zone offsets from any time

zone other than UTC).
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Licensing ESXi 5.0

esxiZ.esxlab.com YMware ESYi, 5.0.0, 469512 | Evaluation {60 days remaining}

summary - Yirtual Machines | Reso iz Sl Configuration L i Ce n S e O pti O n S
Hardware Licensed Features Eva I u ati O n M Od e

Health Status ESX Server License Type .
= -
Mr:n:x:zors Product: Evaluation Mode 60 day eva I uatlon
- Expres: 12/14/2011 Cannot be extended
Product Features: H
Networkng Upto 2-nay vitusl SHP All features available
Storage Adapters wCenter agent For YMware host .
Metwork, Adapters ;eq:;;ege APLs S e rl a I N U m b e r
Advanced Settings wSphere HA
Powet Management :"\Dqt.gglofgable wirbual Hitd 2 5 Ch a ra Cte r COd e
h
Software e Recovery Get from VMware
hield H
v Licensed Features :gp:er; B.;ess E na bleS e nt|t| ed
Tirme Configuration eq;{g%‘e%mgtl‘:?nt Multi-Pathi I H f
) ird-Party Multi-Pathing
NS and Routing MPIO | ThidPaty Mt icensed features
Authentication Servi Host profiles . -
.u s |.0n sriees Remate virtual Serial Part Concentrator CI | Ck Ed It. an to add a n
Wirkual Machine StartupfShutdown Storage [JO Cortrol
Wirkual Machine SwapFile Location Cireck Path vMation E le I |cense

Security Profile Al
¥ Shared Smart Card Reader

Host: Cache Configuration Storage DRS L i Ce n S e e ntitl e m e ntS

. Profile-Driven Storage
System Resource Allacation wMotion Metro

P e 5ot ko Doy can also be obtained
Advanced Settings wiphere View Accelerator
from vCenter
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Notes

ESXi now ships with an unrestricted use 60-day evaluation license. This eliminates
the need to contact VMware for temporary evaluation licenses.

ESXi can be activated using a stand alone host license. A host license is issued on a
host by host basis and unlocks access to feature entitlements purchased for that
host. Alternatively, ESXi can draw a license entitlement for needed features from
vCenter.

Module 2 - Stand Alone ESXi

Photocopying this book in whole or in part is not permitted



System Health Status

[ |esxi2 esxlab.com esnxi2.esxlab.com YMware ESXi, 5.0.0, 469512 | Evaluation {60 days remaining)
Surnmary Virkual Machines les ation | Performance ConFiguration ocal L Permissions
Hardware Resek Sensars R
v Health Status Sensor | Status ‘ Reading
Frocessors = [ HPProliant DL36S G1 & MNormal
Memmary = [ Processors & MNormal
Storage [ Proct & MNormal
Networking [ Proct Level-1 Cache is 131072 B & MNormal
Storage Adapters _ﬂ Proc 1 Level-2 Cache is 2097152... @ Mormal
Network Adapters m Temperature & MNormal
Advanced Settings 30 Fan @ Normal
I+ Software Components & MNormal
Powet Managemant
$ Fawer @ Unknown

Click Configuration > Health Status to
review host hardware health

Uses CIM to poll hardware

Reports back issues found

Issues propagate up to the host
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Notes

The vSphere Client can report on most aspects of your system's hardware health
including:

- CPU sockets, cores and cache size

- Power supply, motherboard, CPU and add-on card temperatures

- Fan location, health and speed

- Hardware firmware and driver health including chipset, NIC, storage controller,
BIOS functionality

- Power supply count and health (connected, disconnected, missing, etc.) and

- System boards.

Use this view to get a quick assessment of your server's physical health.
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Physical CPU Properties

[@ | eswiz esxlab,com

esxi2.esxlab.com ¥Mware ESXi, 5.0.0, 469512 | Evaluation {60 days remaining)

Summaty | Virtual Machines | Resource Allacation I Performance Configuration S| K== LSSt e T | Events | Permissians
-
Hardware Processors Propertiss... |
Health Status General
» Processors Madel Dual-Care AMD Opteranitm) Processaor 2.,
Memory Processor Speed 2.4 GHz
Storage Processor Sockets 1
Mebworking Processor Cores per Socket 2
Storage Adapters Logical Processors 2
Hyperthreadi N&
Metwork Adapters yperthreading f

Adwanced Settings

Power Managernent

System
Software

Manufacturer HR

Licensed Features Model ProLiant DL38S G1

Time Configuration BIOS Yersion a10

DMS and Routing Release Date 7/17/2009 12:00:00 &M
Asset Tag unknown

Authentication S

e _‘ca. an ew'casl Service Tag USME4E01EC

Click Configuration > Processors to

review host CPU properties. Verify:
CPU socket, core and Hyperthreading status
matches expectations
Click Properties... to enable Hyperthreading
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Notes

ESXi reports on the properties of the CPUs found in your server, including:

- The make/model of the machine

- Make/model and speed of the CPUs

- Number of populated sockets

- Number of cores in the CPU

- Number of Logical Processors (sockets * cores * HT logical processors)

- Presence/Absence of Hyperthreading (Intel CPUs only)

- Presence/Absence of power management capabilities (newer CPUs only)

If you have Intel CPUs and Hyperthreading is reporting N/A you should check to see if
Hyperthreading is active. To do this, click:

Properties > Hyperthreading > Enabled

This will turn on Hyperthreading support even if the machine's BIOS is set to disable
it. You will need to reboot ESXi for this change to take effect.
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Physical Memory Properties

[ |eswiz.esxdab.cam esxi2.esxlab.com YMware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining)
Summary - Yirtual Machines | Resource Allocation | Performance  JReplieWERRGN Local Users & Groups
Hardware Memory
Health Status Physical
Processors Total §189.9 MB
v Memary System 37.9MB
Yirtual Machines 51520 MB
Skarage
Mebwarking
Storage Adapters
Metwork Adapters
Advanced Settings
Power Management

Click Configuration > Memory to

review host RAM configuration. Note:
System (VMkernel) RAM is reserved
All remaining RAM available for VM use
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Notes
ESXi uses memory in 2 ways:

1. For the VMkernel hypervisor (approximately 400MB), and
2. For virtual machines (all remaining RAM).

ESXi needs a minimum of 2GB of RAM or it will refuse to run. Adding more RAM
means more room for VMs to run which should result in good performance as your VM
population and RAM requirements grow.

ESXi is very frugal and hands out memory to VMs only when needed and only for as
long as needed. We will explore ESXi memory scavenging techniques later in this
class.

Module 2 - Stand Alone ESXi

Photocopying this book in whole or in part is not permitted



Network Adapters

esxi2.esxlab.com ¥Mware ES¥i, 5.0.0, 469512 | Evaluation {60 days remaining)

virkual Machines | Resource Allacation | Performance WL ouh Local Users & Groups | Events | Permissions
e Network Adapters
Device |'speed | Configured | switch | MAC address | Observed IP ranges | WWake on LAN Suppc
Health Status Broadcom Corporation Broadcom NetXtreme IIBCM5708 1000Base-T
Processors | vmnicz 1000Ful  Megotiste None 00:10:16:26:F3:8c 192.168.20.1-192.168.2005  Ves
Memary E@ vmnicl Daown Negotiate None 00:19:bb:2bi07:20 Mone Mo
Storage B vmnicd 1000Ful  Megotiate vSwitch0 00:19:bb:2b:07:22  192.168.20.1-192.168.2015  No

Metworking

Storage Adapters
+ Metwork Adapters

Advanced Settings

Power Managemenk

All recognized NICs displayed in the
Network Adapters view
Speed, Assigned vSwitch, physical MAC
address and Observed IP ranges reported
Observed IP range - helps you determine
which sub-net a physical NIC can see — and
consequently what traffic is should carry
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Notes

Observed IP Ranges
This value displays the IP address range observed by ESXi as frames flow through
each physical NIC. Here's what it's used for.

In most corporate networks, different physical LAN segments are used to isolate dif-
ferent types of traffic such as Production traffic, storage traffic, management
traffic, back up traffic, etc. It is a common practice to use different sub-net address
blocks for each physical segment.

For example, your company may subnet its network traffic as follows:

10.1.0.0/16 - Production traffic including servers

10.2.0.0/16 - Desktop PCs and printers

172.16.0.0/16 - Management LAN segment for direct PC server management
192.168.50.0/24 - Back Up LAN

192.168.100.0/24 - IP Storage LAN (for iSCSI servers)

In the above scheme, if a physical NIC reported Observed IPs in the 10.1/16 range,
you would know it was physically connected to the management LAN. If another
physical NIC reported Observed IPs in the 192.168.100/24 range, then it should be
used to carry back up traffic.
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Network Properties

esxi2.esxlab.com ¥YMware ESXi, 5.0.0, 469512 | Evaluation (60 days remaining)

‘irtual Machines ' Resource Allocation - Performance - e amElara]

Hardware DNS and Routing
Health Status Host Identification
Processors Hame iz
Mernory Dormain esxlab.com
Skorage
Metworking DNS Servers
Shorage Adapters Method Skakic

Preferred DNS Server 192.168.20.2

Metwork Adapt

Frark ATaRLers Alternate DNS Server
Advanced Settings
Power Management Search Domains

esxlab.com

Software

Default Gateways

Licensed Features o — 192,168.20.1

Timme ConFigur ation

Click Configuration > DNS and Routing to

review ESXi management settings:
Verify Host, Fully Qualified Domain Name, IP

address, DNS IP and Gateway
Click Properties... to make any changes
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Notes

It is important that your Service Console OS network settings are correct. After in-
stallation, it is a good idea to review these settings and fix any errors you find.

Click Properties... to edit network settings for the Service Console. You will need to
reboot your ESXi host before these changes take effect.
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J ESXi System Logs

5 esxiz.esxlab.com - vSphere Client

File Edit View Ipwentory Administration Plug-ins Help
G B

H Export System Logs

@ Hame [ '.R Administration J Syskem Logs

ISE"VE" log [}var/logthastd.log] j Show all | Show next 2043 lines
og_[Jvatiloa/hostd. log] H

Sarver log [jvarlogfvmkernel log] \

wiZenter agent log [fvarflog/vpxa.log]

ld-469512, option=Release

------ In-memory logs start --------

2011-10-15T18:21:17,093Z [FFED6AZ0 info ‘Default’] Supported ¥Ms 32

2011-10-15T18:21:17.094Z [FFED6AI0 inFo ‘Handle checker'] Setting system limit of 2126

2011-10-15T15:21:17.094Z [FFEDEAS0 info ‘Handle checker'] Set system limit ko 2126

2011-10-15T15:21:17.0942 [FFEDS&AD0 info 'Default’] Setting malloc mmap threshold to 32 |

2011-10-15T18:21: 17,0942 [FFEDEA0D info ‘Default’] getrlimit(RLIMIT_MPROC): curr=64 max=128, return code = Success
2011-10-15T15:21:17.0942 [FFEDSADD info 'Default’] setrlimib{RLIMIT_WPROC): curr=125 max=128, return code = Success
—————— In-memary logs end  ————-

Review, save ESXi system logs
Home > Administration > System Logs
hostd.log: host management service log
Licensing, cluster mgt., vCenter mgt., etc.
Use Export System Logs to save log files locally
as text files
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Sizing ESXi CPU, Memory

Physical CPUs service Virtual CPUs

About 2-5% CPU virtualization overhead

Plan for between 2-8 vCPUs per physical CPU
core

Maximize CPU cores, speed & cache size
Don't expect Intel Hyperthreading to help
Physical core restrictions removed vSphere 5

Memory

Must have 2GB RAM to install/boot ESXi
Once booted, the VMkernel uses 40+MB of RAM
All remaining RAM free for VM use

VMs given RAM as needed, not declared
1.2-1.4x memory over commit is reasonable
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Sizing ESXi Storage, NICs

Storage Controllers

ESXi is inherently multipath aware
Vendor supplied multipath drivers now supported
Better 1/0O performance to LUNs
Improved reliability through path redundancy

NICs

Virtual Switches use physical NICs
Physical NIC uplinks vSwitch to physical LAN segments
Virtual NIC traffic consumes CPU cycles
Faster ESXi CPUs give faster virtual network speed
Benchmark network performance before deploying
network heavy production workloads
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Lab 2 - Install ESXi 5.0

In this lab we will perform an install of

ESXi 5.0 onto a physical PC server
Install onto dedicated HP DL360/5 servers
Use RDP to access our kit central server
From there, use Remote ILO console to power
on and install ESXi
Our server pod
Is located in a remote Class-A data center
Accessed by Microsoft Terminal Services
Has one server/student

Uses real PC server hardware
Not simulation, emulation or PCs running ESXi
ina VM
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Review & Questions

VMware ESXi 5.0

Enterprise class server virtualization
Installs on bare hardware

ESXi is managed through vSphere Client
Simple Menu/ltem/Tab interface

Needs Windows PC with MS .Net framework

For best results:
Size ESXi to your expected VM needs
Plan, perform ESXi installs with care
Expect growth in VM population
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Lab 2 — Install ESXi

ESXi Server Configuration

In this lab, you will install VMware ESXi 5.0 onto a dedicated server. If you are using
ESXLab.com remote access servers, your machine is an HP/Compaq DL365 enterprise class
server and is fully supported by VMware. Your server has a minimum of the following

hardware (some may have more)

1 AMD Quad/Dual Core Opteron 64-bit CPU or 1 Intel Dual Core 64-bit CPU

5-8 GB RAM

HP Smart Array Controller with 36-300+GB of local disk
ILO - Integrated Lights Out Remote Management Card

3 x 1gb NICs

Objectives:
In this lab, you will:

Install ESXi 5.0 onto a physical server using remote console services
Set fixed IP address properties for management

Install the vSphere Client on our remote desktop

Access your ESXi host via the vSphere Client application

Review your servers hardware and default configuration

Create a non-privileged account for local access

Connect to Active Directory and enable an AD account

Configure your server to synchronize its time with an NTP time server
Review and adjust power management policies

ESXi Installation — Needed Information
Please refer to the information below when installing and configuring your ESXi server:

ESXi Service Console IP Address

192.168.20.50 + #

ESXi Service Console Host Name (FQDN) esxi#.esxlab.com

Netmask 255.255.255.0

Gateway 192.168.20.1

DNS 1 192.168.20.2

DNS 2 - leave blank -

Root Password esxlab.com

FQDN of NTP time source 0.us.pool.ntp.org (‘zero'.us.pool.ntp.org)

Lab 2 - Install and Configure ESXi
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Part 1 - Install ESXi

Boot ESXi using ESXLab.com Remote Access Servers
Your server has been set with the following boot device order:

Local Hard Disk
Ethernet (PXE)

Because our servers are off site, we must install ESXi without using the CD/DVD reader. We
will use PXE (Pre-boot eXecution Environment, pronounced pixie) network boot services.

Once you install ESXi onto your local hard disk, your machine will boot from local disk. In
preparation for your class, your server's hard disk array has been wiped, destroying any MBR
and partition table information on the drive. So, when your machine boots it will attempt a
Hard Disk boot and fail. Next, it will attempt a PXE network boot, which will succeed.

Once your machine completes its POST, you should get a PXE network boot menu:

Ultimate Deployment Appliance

ESX-35 UMuware ESX 3.5
ESX-48 ESX 4.0
esxidl ESXi14.1 Installable

esxibh ESKi5.B Installable

Please ensure that esxi50 ESXi5.0 Installable item is highlighted, then hit ENTER to
network boot from ESXi 5.0 install media.

Note: If you accidentally select some other option, please:

Switch to your main ILO session > Power Management Tab
Click the Reset button and let the machine reboot
Watch the machine run its power on self test and wait for the above menu to appear

Lab 2 - Install and Configure ESXi
© 2011, 2012 ESXLab.com. All rights reserved. 2 December, 2011

Photocopying this document in whole or in part is not permitted.



Optional - Boot ESXi from Other Media
If you are using local servers (not ESXLab.com remote servers), simply power on the ESXi
host and follow the instructions provided by your trainer on how to boot ESXi.

Welcome to the VMware ESXi 5.0 Installation

The ESXi 5.0 installer will boot and run. The machine will initialize and then launch the
installer:

(Esc) Cancel (Enter) Continue

Please hit ENTER to continue.

End User License Agreement
You must accept the EULA before continuing the install:

Hit F11 to accept the EULA and continue

Select a Disk

The installer then presents you with a roster of visible storage volumes, organized into
Local (SAS RAID) and Remote (Fibre, iSCSI SAN) volumes.

YHMuare Block device (mpx .vnhbal:CO:TA:LO) 136.70 GiB

Lab 2 - Install and Configure ESXi
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Please hit Enter to give the installer permission to wipe and use the local storage volume.

Note: The ESXi installer uses 100% of the selected disk (and does not give you the chance to
change/edit partitions on the selected volume)

Keyboard Layout

ESXi 5.0 can work with international keyboards... but we will use the default US keyboard
Please hit Enter to accept the US default keyboard layout.
Note: Do not change your keyboard even if you are using something else locally

Root Password

Next, you need to set the root (administrator) password:

Type esxlab.com as your root password

Arrow down

Type esxlab.com again to confirm your password

Look for the message below that says the passwords match
Hit Enter to continue

Note: Be sure to use the suggested password above.

Warning: Do not deviate from the suggested password. If you use something else and you
forget your password, you will have to re-install ESXi and you will lose all of your work!

Hardware Virtualization Warning (May not Be Present on Your Machine)
At this point, you may see the following warning:

(Esc) Cancel (F9) Back (Enter) Continue

Lab 2 - Install and Configure ESXi
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If you don't see this warning, please skip to Confirm Install

The installer is advising you that the CPU(s) in your server either lack modern hardware
virtualization assist technology, or your server's BIOS has these features turned off.

Note: ESXI will not install/run ff the CPUs in your server are not 64-bit, or if it uses early
Intel Xeon EMT/64 processor. Dual core processors that incorporate Intel VT or AMD-V
virtualization assist technology will function (and produce the warning above). Quad-core
processors (and higher) should just work without producing the above message.

If you see this message, just hit Enter to ignore the message and continue

Confirm Install

ESXi will now install on your local server...

install

(Esc) Cancel (F9) Back (F11) Install

Please hit F11 to proceed with the install. The installer downloads and installs ESXi onto
your server. Progress is displayed as the install proceeds:

It should take no more than 3-5 minutes to install ESXi.

Lab 2 - Install and Configure ESXi
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Installation Complete
When your ESXi installation has finished you will see the following:

successful ly

Renove

(Enter) Reboot

Please hit Enter and wait for your server to reboot...

Lab 2 - Install and Configure ESXi
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Part 2 — Configure ESXi

Once your server reboots, it presents you with an ESXi 5.0 greeter screen:

VYMuare ESXi 5.0.8 (VMKernel Release Build 469512)

HP ProLiant DL365 G5

Quad-Core AMD Opteron(tm) Processor 2356
8 GiB Memory

Dounload tools to manage this host from:
http://vb0-98/
http://192.168.20.154/ (DHCP)

Your server acquired it's name and IP address from DHCP. Let's change that now.

Customize ESXi

Let's customize your server now. Please hit F2 to proceed (you may have to hit F2 a 2" time
if you screen has gone black). You must authenticate with the local administrator (root) ID
and password

- Please hit Enter to accept the default Login Name (root)
- Please enter esxlab.com to login as root
Authent icat ion Required

Enter an authorized login name and passuword for
vcl.esxlab.com.

Conf igured Keyboard (US Default)
Login Name: [ root

Pas<wuord: [ e e 6

<Enter> 0K <Esc* Cancel

Lab 2 - Install and Configure ESXi
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System Customization - Configure Management Network
Next, let's set static IP properties for your ESXi server... Please complete the following:

Continuing where you left off (above), arrow down to Configure Management
Network and hit Enter

Highlight Network Adapters and hit Enter

Verify that all of the NICs in your physical server are connected (note if your server
has 4 NICs, its OK if the last NIC is disconnected). If any of vmnicO, vmnic1 or vmnic2
on your server are disconnected, please inform your instructor!

Hit ESC to leave the Network Adapters screen

Arrow down to IP Configuration and hit Enter

Arrow down to Set static IP address and network configuration and hit the Space
bar

Arrow down to the IP Address field and enter your server's IP address. Your server's
management IP address for our server pod is set according to the following formula

192.168.20.(50 + #) (where # is your instructor assigned server #)

E.g.: if you were assigned server 11, your server's IP is 192.168.20.61
Arrow down to the Subnet Mask field and enter 255.255.255.0
Arrow down to the Default Gateway field and enter 192.168.20.1
Hit Enter to apply these properties

Verify your settings. Please ensure that your server uses static IP addressing following the
formula and values above. Your server should look similar to the screen shot below:

0000000}
Conf igure Management Netuork IP Conf iguration

Network Adapters Manual
VLAN (optional)

IP Address: 192.168.20.52
IP Conf iguration Subnet Mask: 255.255.255.0
IPvb Conf iguration Default Gateway: 192.168.20.1

DNS Conf iguration

Now, let's configure DNS...

Arrow down to the DNS Configuration option and hit Enter

In the Primary DNS Server field, enter 192.168.20.2

Verify that the Alternate DNS Server field is blank

Arrow down to the Hostname field. Please enter esxi#.esxlab.com (where # is your
unique server number. E.g.: If you are assigned server 5, you FQDN would be
esxi5.esxlab.com)

Hit Enter to apply these properties

Lab 2 - Install and Configure ESXi
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You are now placed back at the Configure Management Network menu, with DNS
Configuration highlighted. Review the DNS Configuration details (right side of the screen).
You should see something similar to:

I
Conf igure Management Netuork DNS Conf iguration

Network Adapters Manual
VLAN (optional)l

Primary DN5 Server:

IP Configuration 192.168.20.2
IPv6 Conf igurat ion Alternate DNS Server:

DNS Conf igurat ion Hot =et
Custom DNS Suffixes

Hostname
esxiZ.esxlab.con

Please fix any/all errors before continuing.

Next, let's set/verify DNS search suffixes. These suffixes are a list of domains to try
whenever the ESXi host is attempting to resolve a hostname that lacks a domain (i.e.:
trying to resolve esx5 rather than esx5.esxlab.com).

Arrow down to Custom DNS Suffixes and hit Enter

Enter esxlab.com in the Suffixes field.

Hit Enter to accept this value and return to the Configure Management Network
menu.

Note: If this were a production environment, you could enter a space delimited list of
domains that you want DNS to search when attempting to resolve a host name.

It is now time to apply your IP addressing and DNS changes...

Please hit ESC to leave the Configure Management Network menu
You should see a Confirm pop up asking you to apply these changes. Hit Y to apply
changes

System Customization > Test Management Network

Before we continue, let's test our management network settings to ensure they are correct:
Arrow down to Test Management Network and hit Enter

The Testing Management Network pop up appears and launches ping tests of both the
default gateway and the configured DNS server. It also performs a DNS look up of the Fully
Qualified Domain Name (FQDN) of your ESXi host.

Lab 2 - Install and Configure ESXi
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Hit Enter to run the tests. Results appear as follows

Testing Management Network

You may interrupt the test at any time.

Pinging address #1 (192.168.20.1). 149
Pinging address #2 (192.168.20.2). 149
Resolving hostname (esxiZ2.esxlab.com). 149

<Enter> 0K

Please fix any issues reported by this test before continuing.

Hit Enter to dismiss this window.

Enable Local, Remote Troubleshooting

Troubleshooting Mode is command line access to your ESXi host. There are two versions:

ESXi Shell - direct command line access from your machine's console
SSH - Secure Shell (ssh) network command line access to your host

Normally, you would leave these disabled unless you actually needed them. We will turn on
both troubleshooting options to facilitate support...

Please arrow down to Troubleshooting Options and hit Enter
If necessary, hit Enter on the Enable ESXi Shell menu option to permit local
command line access
Arrow down
If necessary, hit Enter on the Enable SSH menu option to permit secure shell access
Hit ESC to leave the Troubleshooting Options sub-menu

Please hit ESC to log out of the Direct Console User Interface (DCUI).

Close the Internet Explorer Remote Console window

Log out of ILO and close the ILO IE window.
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Part 3 - Install/Use the vSphere Client

The vSphere Client is a VMware supplied GUI tool used to manage both stand alone ESXi
hosts and vCenter. The vSphere Client is included in the vCenter 5.0 install bundle. You can
also download the vSphere client directly from VMware's download site
(www.vmware.com/download).

We have pre-copied the vCenter 5.0 install bundle to your remote access desktop. To install
the vSphere Client, please complete these steps:

Step

v3phere 5.0

Choose Setup
Language

Welcome to the
Installation
Wizard for the
vSphere Client 5.0

End User Patents

License
Agreement

Customer
Information

Destination Folder

Ready to install
the program

Installation
Completed
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Directions

Please minimize all programs on your remote session desktop.
Locate the vSphere 5.0 folder and double click it.

Double click autorun.exe

When the vCenter Installer application starts, click the vSphere
Client link > Install

Leave at English (United States)
Click OK

Click Next >

Click Next >

Click I agree to the terms of the license agreement
Click Next >

User Name: admin
Organization: esxlab.com
Click Next >

Click Next >
Click Install

Click Finish

The vSphere Client icon should appear on your desktop

Close the VMware vCenter Installer window
Close the Windows Explorer window

Lab 2 - Install and Configure ESXi
December, 2011
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Part 4 - Connect to and Configure Your ESXi 5.0 Server

We will now use the vSphere Client to connect to our ESXi host.

Double click the VMware vSphere Client on your desktop
Enter the following credentials when prompted:

IP Address / Name esxi#.esxlab.com

User name root

Password esxlab.com

Click Login

(where # is your server number)

You will see a Security Warning window... Click Install this certificate and do not
display any security warnings...

Click Ignore to log into your ESXi host
When the VMware Evaluation Notice window pops up, click OK

Review Your Server

Let's explore your ESXi host...

- Double click the Inventory icon in the Inventory pane
ﬁl Click the Summary tab for hardware specific information about your server
Click the Configuration tab for detailed hardware information.

Inventory

There are two main views to the Configuration tab... Hardware and Software.

Please use the vSphere Client (using the indicated Tab or Function) to locate the following

information:

Property

Location Tab / Function

Values

CPU Make, Model

Configuration > Hardware box >
Processors

Processor Cores per Socket |Configuration > Hardware box >

Processors

Processor Speed (Ghz)

Configuration > Hardware box >
Processors

Server Manufacturer

Summary Tab

Server Model

Summary Tab

Total RAM

Configuration > Hardware box >
Memory

System (RAM)

Configuration > Hardware box >
Memory
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Virtual Machines (RAM) Configuration > Hardware box >
Memory

Number of Physical NICs Configuration > Hardware box >
Network Adapters

Local Storage Make/Model |Configuration > Hardware box >
(see Note below) Storage Adapters > vmhba1

Storage Volume Name(s) |Configuration > Hardware box >
Storage

Note: If you are running on ESXLab.com servers, your storage adapter should be either an
HP Smart Array E200i or a Smart Array P400i. If you are running on other hardware your
instructor will help you identify the local storage adapter.

Let's look at your default network configuration in more detail. Follow these steps:

Click the Configuration tab

In the Hardware box, click Networking

You will see one virtual switch (vSwitch0). Click the Properties... link beside
vSwitchO

To see the properties of the NIC bound to this vSwitch, click the Network Adapters
tab

The PCI Hardware Address of this NIC is found in the Adapter Details box to the right of the
Location label: Enter the PCl Hardware Address here - PCI ___:_

Click Close to close the vSwitchO Properties window.

Host Licensing

ESXi comes with a 60-day unlimited use evaluation license built in. This eliminates the need
to obtain a trial license from VMware. Let's review the capabilities of your ESXi box while it
is running under evaluation mode.

Click the Configuration tab
In the Software box, click Licensed Features in the Software box

How many days remain in your evaluation?
(hint: just above the Configuration tab)

What is the maximum number of virtual CPUs available to a VM
(Up to __-way virtual SMP)?

Is vMotion available?

Is vSphere DRS available?
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Is Storage VMotion available?
Are vSphere HA (High Availability) Cluster services available?
Is vSphere Distributed Switch available?

Note: You would simply click the Edit... link (upper right hand corner) to assign a
permanent license code to your ESXi host.

Rename Your Datastore

By fault, the local VMFS storage volume created when you install ESXi is called datastore1.
Since we will (eventually) be adding multiple ESXi hosts to vCenter, it's nice to create
unique names for our storage volumes. Let's do that now:

Click Configuration tab > Storage
Find your datastore1 volume. Right click it and select Rename
Change the name to esxi#-datastore1 (where # is your server number)

Add a Local User

If your ESXi host will not be managed by vCenter, it is a good idea to add local users. This is
done from the Local Users & Groups tab. Let's add a local user now.

Click the Local Users & Groups tab now
The default is a Users view. Click the Groups button to review the default groups
Click the Users button to go back to the Users view

There is hidden functionality throughout the vSphere Client. In this case, a root
(background) menu is available.

Right-Click the background and select Add...
Use these values to complete the Add New User pop up

Login (your first name in lower case)
UID Leave blank
User Name Leave blank
Enter Password esxlab.com
Confirm esxlab.com
Grant shell access to this user Leave unchecked
Group Leave default

Click OK to continue. Look for your newly added user on the user list.
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Before we can use the new, local user, we must grant them access to our ESXi host. Right-
click your ESXi host (esxi#.esxlab.com) in the inventory pane (upper left, below the
menus). Click Add Permission...

The Assign Permissions pop up appears. Please complete this wizard as follows:

In the Users & Groups box, click the Add... button

Scroll through the Users & Groups list. Find and click the student# user
Click the Add button

Click OK and the Select Users & Groups pop up will dismiss

Now, let's assign the user student a role. Continuing in the Assigned Permissions pop up:

In the Assigned Role box, click the drop down field

Select Read-only

Leave all other settings at their default value

Click OK to dismiss the Assigned Permissions pop up window

Click the Permissions tab. You should see your user name appear (along with users root,
vpxuser and dcui) as an authorized user. You should also see you hold the Read-only role on
our ESXi host.

We have just created a new, local user and assigned them Read Only permissions. Let's test
the new local user account. Please complete these steps:

Close your vSphere Client session
Double click on the vSphere Client icon on your remote desktop
Log in with ID <your Name> and Password esxlab.com

Navigate through the vSphere client. Note that many of the links and menu options that
were active for the root account are inactive (greyed out or black) for the <your Name>
user.

Your log in user name is displayed at the bottom right of the vSphere client. Please verify
that you are operating as <your Name> and not root. You should see the following:

Skart Time | Completed Time |~
112012 937102 PM 112012 23702 PM j
1/1J2012 2:36:47 PM 11112012 2:36:47 PM
1,I'1,I'2|:|1293E| 36 PM 1,I'1,I'2|:|12'9 3636 PM

|Evaluatu:un bode: B0 days remalnlnk larry /)

Please close the vSphere Client and log in again as user root with password esxlab.com
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Connect to Active Directory

ESXi can connect to Microsoft's Active Directory. This means that you can configure ESXi to
authenticate AD managed accounts (rather than creating new local user accounts as we just
did). Before your AD users can log in, we must join a domain, and grant domain users access
to our ESXi system.

ESXLab.com remote access server pods run an AD service with one predefined domain:
esxlab.com. We have created users with user names user1 through user12.

To have your ESXi host join a domain, complete the following steps:

Ensure that you are are logged in as the root user. If not, close the vSphere client
and log in again as root with password esxlab.com

Click the Configuration tab

Click Authentication Services in the Software box

Note that the Directory Services Type field is set for Local Authentication only
Click the Properties... link (upper right hand corner).

Complete the Directory Services Configuration pop up as follows:

Click the drop down field and click Active Directory

The Domain: field activates. Enter esxlab.com

Click the Join Domain button

Complete the Join Domain ESXLAB.COM pop up with the following values:

User name: |user#@esxlab.com (where # is your server number)
Password: (Password found on your Kit Access document)

Click the Join Domain button

If all goes well, the Directory Services Configuration box should grey out all fields. This
means that you have successfully joined the ESXLAB.COM domain. If you get an error
message, please try again.

Click OK to dismiss the pop up window
Now, let's grant Read-only permission for our AD based user (student#) to access our ESXi
host. Right click your ESXi host (esxi#.esxlab.com) in the inventory pane (upper left,
below the menus). Click Add Permission...

The Assign Permission pop up appears. Please complete this wizard as follows:

Click the Add button
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In the Select Users & Groups box, click the Domain: drop down and click the ESXLAB
domain

Click the Name column header to sort users by their name

Scroll through the Users & Groups list. Find and click the student# user

Click the Add button. You should see the Users: field populate with ESXLAB\student#
Click OK and the Select Users & Groups pop up will dismiss

Now, let's assign the user ESXLab\student# user a role. Continuing in the Assigned
Permissions pop up:

In the Assigned Role box, click the drop down field

Select Read-only

Leave all other settings at their default value

Click OK to dismiss the Assigned Permissions pop up window

Click the Permissions tab. You should see the ESXLAB\student# user appear (along with
users <your Name>, root, dcui and others) as an authorized user. You should also see that
user ESXLAB\student# holds the Read-only role on our ESXi host.

We have just created a new, AD based user permission with Read Only rights. Let's test the
access. Please complete these steps:

Close your vSphere Client session

Double click on the vSphere Client icon on your remote desktop

Log in with ID ESXLAB\student# with the same password as your ESXLAB\user#
account

Navigate through the vSphere client. Note that many of the links and menu options that
were active for the root account are inactive (greyed out or black) for the ESXLAB\user#
user.

Your log in user name is displayed at the bottom right of the vSphere client. Please verify
that you are operating as ESXLAB\user# and not root. You should see the following:

Marne, Target ar Status containg: - | Clear x
iested Start Ti.., — | Skart Time | Completed Time |
32011 5:00:29 .., 10/15/2011 5:00:29 .., 10/15f2011 S:00:29 ..,
3/2011 4:56:58 ... 10/15/2011 4:56:53 ... 1001502011 4:56:59 ..,
3/2011 4:52:52 ... 10/15/2011 4:52:52 ... 10/15/2011 4:52:52 ...

|Evaluatiu:-n tode: B0 days remaining QESKL.-‘-‘-.B'wtudentE }
v

Please close the vSphere Client and log in again as root with password esxlab.com.
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Configure ESXi's Clock Services

ESXi can synchronize all VM clocks to the server's hardware clock - so it is critical that the
hardware clock is correct. To ensure accurate time, ESXi uses the Network Time Protocol
service to synchronize the local hardware clock to an Internet based, ultra accurate time
source. An up to date list of available NTP time servers can be found at

http://support.ntp.org/bin/view/Servers/NTPPoolServers

NTP is not automatically configured when ESXi is installed. Let's set up NTP now (note, you
can skip this step if your servers are not connected to the Internet or if advised by your
instructor):

Click the Configuration tab
Click Time Configuration in the Software box
Note that the NTP Servers field is empty (contains '--')

Let's configure NTP. Click the Properties... link (upper right hand corner). The Time
Configuration pop up window appears. Complete this pop up as follows:

In the NTP Configuration box, click the Options button

The NTP Daemon (ntpd) Options window appears. Click NTP Settings (left side)
Click the Add... button to add an NTP server

In the Add NTP Server pop up window, enter 0.us.pool.ntp.org
(zero.us.pool.ntp.org)

Click OK to dismiss the Add NTP Server pop up. Your NTP server should automatically
populate the NTP Servers box

Check the Restart NTP service to apply changes box

Click OK to dismiss the NTP Daemon (ntpd) Options pop up

Click OK to dismiss the Time Configuration window

Your changes should be applied immediately. Please verify that:

NTP is running (NTP Client field)
The correct NTP time server is configured (NTP Servers field)

If NTP Client field does not display as Running, click Properties... and fix the problem. Ask
your instructor for help if you encounter difficulties.

Note the information at the bottom of your screen... The vSphere client translates ESXi
time into the correct time for the local machine (our servers are located at a facility in the
Eastern Standard Time so the time displayed may not be correct for your local time zone).
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Balanced Power Use

Note: This lab section may not work with all ESXLab server pods. Please skip this step if the
Properties... link (below) is not active.

ESXi can be configured to balance power consumption vs. performance. By default, all
power management capabilities of your server are turned off. It is a simple matter to
enable power management and thereby saving power while not compromising server
performance... Let's do that now:

Click the Configuration tab

Click Power Management in the Hardware box

Click the Properties... link. The Edit Power Policy Settings pop up should appear.
Click Balanced. This will allow ESXi to use all available hardware power management
features (e.g.: slow down unneeded CPU cores when CPU load is light) to reduce
power consumption without impacting CPU performance

Click OK

The screen may not update immediately, click the Refresh... link (upper right)

Modern PC servers let you actually review server power consumption over time. On
ESXLab.com's HP servers, this feature is built into ILO. You can review your server's power
consumption by following these steps:

Open Internet Explorer on your remote desktop

Point IE at your server's management card: esx#ilo.esxlab.com (where # is your
server number)

Accept any browser security warnings (if any) and proceed to the web site

Log in with ID: admin, password: letmein!

Click the Power Management tab

The BIOS of your server must be configured to allow ESXi to take advantage of hardware
power management. Let's review how our server is configured:

On the left side, click the Settings link

Note the value of the Power Regulator for ProLiant field. It should be set to OS
Control mode. Other settings are Static Low Power mode (sacrifice performance for
power savings) or Static High Power mode (sacrifice power savings for performance).
Your server must be in OS Control mode for your ESXi power adjustment to make a
difference
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Now let's look at power consumption. Click the Power Meter link (left side). Please scroll
down and complete this table:

24hr Average Power watts
24hr Maximum Power watts
24hr Minimum Power Watts

Please click the Log out link (upper right hand corner) to log out of ILO
Please close Internet Explorer

Note: You may wish to log back in to ILO in a few hours to see if your changes have reduced
the power draw of your server.

Working With ESXi Log Files

In this lab step, we will review your ESXi host system logs.

Back at the vSphere Client menu bar, click View > Home

Double click the System Logs icon

Note that the currently selected log file is /var/log/hostd.log (the standard log file)
Click the Show All button to display all log file entries

Click the Export System Logs icon (floppy icon). This launches the Export System
Logs wizard

On the Select System Logs step, click Next >

On Download Location step, browse to your desktop and click Next >

On Ready to Complete, click Finish

The Downloading System Log Bundles pop up appears. Please wait for this task to finish. It
will take 1-2 minutes to complete. Click Close when done.

Minimize all tasks

On your desktop, there should be a new folder called VMware-vCenter-Support-
yyyy-mm-dd@hh-mm-ss

Double click this folder to open it

Double click the smaller of the two .ZIP files

If you like, review the contents of the various log files. Right click a file and select
View with Notepad

When you are finished close all log file windows

Remove the VMware-vCenter-Support... folder from your desktop

Restore your vSphere Client window
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Server Health

ESXi actively monitors the health status of your server. Monitored items include hardware
and ESXi itself. Hardware includes:

Processors

Temperature sensors
Fans

Software (ESXi 5.0 itself)
Power Supplies

Monitored software includes all ESXi hardware and component drivers.

Server health monitoring can inform you when a component has degraded or failed
completely. It does this by putting yellow warning or red error triangles on the icon
representing the component. By default, these warnings propagate up the device hierarchy
so a component alert will be visible as a server alert.

Server health monitoring also provides feedback on processor temperatures, component
temperatures, fan speed, power supply redundancy, etc. It is useful to browse the
component hierarchy to review these values.

Click the Configuration tab > Health Status

Look through the hierarchy (expanding branches and possibly widening columns) to find the
values for the following properties:

Proc 1 Level-1 Cache (bytes)
Processor 2 Temperature 2 (Degrees C)

External Environment 1 Temp 1 (Degrees C)
Memory Module 1 Fan Block 3 (Percent)

Power Supply 2

ESXi relies on CIM (Common Information Model) to acquire server hardware information.
CIM is defined by DMTF (Distributed Management Task Force). DMTF defines many object
profiles. The SMASH (Systems Management Architecture for Server Hardware) profile set is
used by VMware to define how to harvest data from hardware sensors.

Note: Tier-1 server manufacturers work closely with VMware to ensure their hardware is
correctly recognized and that many hardware properties can be monitored and reported.
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Part 6 — Troubleshooting (Optional)

ESXi contains only a minimal command line interface. By default, all access to the local
command line is disabled. You can enable command line access from either the server
console only or from the network. This can be helpful when diagnosing problems, reviewing
log files or performing tasks not available through the vSphere Client.

Enabling command line access to your ESXi host will allow your instructor (and ESXLab) to
access your system to help fix problems.

If you haven't already done so, let's enable command line access now:

Please launch Internet Explorer on your remote access desktop

In the IE address bar, enter esx#ilo.esxlab.com (where # is your server number)

IE will warn you that there is a potential problem with the web site's security
certificate. Please click Continue to this website (not recommended). This occurs
because HP ILO uses self signed digital certificates

For Login name, please enter: admin

For Password, please enter: letmein! and click Log In to continue

On the System Status tab, please click the Launch button. This launches a console
window to your physical server's remote console

Accept any warnings by clicking Yes or OK

Click your remote console window.

Hit F2 to log on (Note you may have to hit F2 a second time)

Log on with Login name root and Password esxlab.com

Arrow down to Troubleshooting Options and hit Enter

Arrow to Enable Local Tech Support (this allows root logins on the ESXi console). If
necessary, hit Enter to activate this feature

Arrow to Enable Remote Tech Support (this allows direct root logins over the
network). If necessary, hit Enter to activate this feature

server's physical console. Enabling Remote Tech Support permits command line

2 Note: Enabling Local Tech Support permits command line access only from the

administrator access from any PC on your network (using an SSH client such as the
freely available putty).

Leaving Remote Tech Support enabled is a major security concern!

Normally, you should only enable Remote Tech Support under the following conditions:

A WN =

You are comfortable working on a Linux server as root

You have installed a strong (unguessable) password for the root account

Your ESXi host is not available from an untrusted network (such as the Internet)
Your root password is closely held. That is, you don't give it out to junior
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administrators who could do damage with it
5. You were asked to perform these functions by VMware or your local support partner

Restarting Management Agents

ESXi uses Management Agents (software) to interact with the vSphere Client and with
vCenter. These agents may occasionally get into an inconsistent state. If that happens, your
host becomes unmanageable (using the vSphere client).

If this occurs, you could reboot your server - but that would make the owners and users of
VMs on that host very unhappy. Fortunately, it is a simple matter to restart the Management
Agents on your ESXi host.

Let's restart the Management Agents now:

You should still be logged into your ESXi host console. If not, please launch Internet
Explorer on your remote access desktop and repeat the steps at the beginning of Part
6 (previous page)

Arrow down to Troubleshooting Options and hit Enter

Arrow down to Restart Management Agents and hit Enter

Hit F11 to confirm that you want to restart the Management Agents

Watch as the agents are stopped and then restarted

Hit Enter to close this pop up

Hit ESC twice to log out of ESXi

Note: You should only take these steps when you cannot login in to or manage your ESXi
host using the vSphere Client.

Note: Restarting Management Agents does not harm running VMs.

Congratulations. You have successfully completed Lab 2

Lab 2 - Install and Configure ESXi
© 2011, 2012 ESXLab.com. All rights reserved. 23 December, 2011

Photocopying this document in whole or in part is not permitted.



Lab 2 - Install and Configure ESXi
© 2011, 2012 ESXLab.com. All rights reserved. 24 December, 2011

Photocopying this document in whole or in part is not permitted.



	Sample Intro
	Chapter 02 - Stand Alone ESXi
	Lab 02 - Install ESXi

